OPJIOBCBKHMM VLIS AHAPIHOBUY

acmipant xadenpu dinocodii HamionansHoTo 10pH-
JUYHOTO YHIBEpCcHTETY iMeHi SpocnaBa Myxaporo
ORCID 0009-0001-1738-6785

VK 340.12:[004.8:001.101]
DOI 10.37772/2518-1718-2025-4(52)-17

IMIPABOBUM CTATYC HOCIIiB IITYYHOT' O IHTEJEKTY:
OHTOJIOI'TYHUM TA IPOTHOCTUYHUM ACIIEKTH

VY craTTi OOTPYHTOBYETHCS, IO MATAHHS MPABOBOTO CTATyCy MITyYHOTO 1HTENEKTY AEMOHCTPYIOTh BEIHYE3Hi BiJl-
MIHHOCTI y MOKIIBHX ITiAX0/aX /10 foro BupimeHHs. [loka3aHo, o Ha CydacHOMY €Tarli He iCHy€ €IMHOTO JOKTPHUHAIb-
HOTO TIIXOAY A0 PO3YMIHHS MMUTAHHS CTAaTyCy HOCI{B MTy4HOTO iHTENEeKTy. OXapaKTepu30BaHO TPU OCHOBHHUX ITiXOAH,
CTOCOBHO SIKMIX TOYAThCs TUCKYCil B HAyKOBUX KOJIaX, 1[0 TIOB’S3aHi 3 MPOOIEMOI0 BU3HAUCHHSI ITPABOBOTO CTaTyCy HOCI-
B IITYYHOTO 1HTEJTEKTY Ta BiAIOBIAATBHOCTI y 3B’ 53Ky 3 IX BUKOPUCTAHHIM. BHUABICHO, 110 MONTYK HOBUX MapaIurM JUIs
BH3HAYEHHS IIPABOBOTO CTATYCYy HOCIiB IMITyYHOTO 1HTENEKTY 3 YPaxyBaHHIM iX TpaHC(HOPMAIIHHOTO TMOTSHIIATY s
3a0e3MeYeHHs TTO3UTHBHOTO 1 CTAJIOT0 BIUIMBY Ha JIOAMHY Ta CyCIIHCTBO Ha/ali TPUBAIOTh. [IpurmmyIieHo, mo pi3Hi mia-
XOJTH, 30KpeMa, TIOB’s3aHi 3 MDKIUCIUIDTIHAPHUMY BUKJIMKAMHU B TPOEKTYBaHHI, pO3poO0Ili Ta BUKOPUCTAHHI HaIIHHOTO
MITYYHOTO 1HTEIEKTYy MOXYTh iX BHpIIIyBaTH. 3a3HaueHO, 0 €BPOCOIO3 € MEPIIONPOXiTHUKOM B IIUTAHHI ITPABOBOTO
PETYITIOBaHHS MITYYHOTO iHTENEKTy. HaromomeHo, mo ocKiibKu KpaiHn €BpOCoI03y BH3HAIOTH TE, IO PO3pOOKa Ta BH-
KOPHUCTaHHS HOCIIB IITYYHOTO 1HTEJIEKTYy BUMAarae 00OB’S3KOBUX MPABOBUX 3000B’sI3aHb, BPAXOBYIOUH 1HAMBITyabHY,
KOJIEKTUBHY Ta CyCITUTbHY IIKOAY, SIKY BOHH MOKYTh CIIPHYHHUTH, TO TpuiHATTI Permamenty €C 2024/1689 Bin 13 weps-
Hs 2024 poxy, SIKUi BCTaHOBIIOE TAPMOHI30BaHI IMPaBUIIA MO0 MITYYHOTO 1HTEIEKTY CTAJ0 KIIFOYOBUM JTIOKYMEHTOM
CY4acHOTO €BPOIIEICHKOr0 IpaBa. 3a3Ha4eHo, 10 MUTAHHS BU3HAYCHHS PABOBOIO CTATYCy IUITYYHOTO IHTENIEKTY B L[bO-
My JOKYMEHTI 3aJIUIIAEThCS He BUpinIeHuM. HaronomnreHo, 1o mporHo3u mo/10 MaifoyTHEOTO HOCIIB IITYYHOTO iHTENEK-
Ty MOXXYTb OyTH 3acTOCOBaHi y (hopMyBaHHI IPaBOBITHOCHH, MIMTAHHAX BiAIIOBIIATBHOCTI Ta PETYASTOPHIX MEXaHi3Max,

OB’ SI3aHUX 13 TEHEPATHUBHUM IITYYHUM 1HTEJICKTOM.

Ki11040Bi cj10Ba: ipaBo Ta TEXHOINOTIi; €IEKTPOHHA 0C00a; TeHePAaTUBHUM IITYYHUI 1HTENEKT 1 IPaBo; BiAIIOBI1ab-
HICTH IITYYHOTO iHTEJIEKTY; IPABOBE PETYITIOBAHHS IITYYHOTO IHTENIEKTY, IITY4YHA OCOOUCTICTh, ITYYHA COIIaIbHICTb.

IMocranoBka mpo6aemu. LTyunuii iHTEIEKT
IIBUIKO PO3BUBAETHCS, HE JIUIIE TPAHCPOPMYIOUH Pi3Hi
cthepu 3HaHb 1 CyCITITIBHE )KHUTTS, @ HABITh PEBOJIIOIIIO-
Hi3yroun ix. [1osiBa reHepaTHBHOIO MTYYHOTO IHTEICKTY,
Hanpukiaag GPT (Generative Pre-trained Transformer)
ta GAN (Generative Adversarial Network), n03Bossie
CTBOPIOBATH HOBHI KOHTEHT aBTOHOMHO HAaBiTh Y THUX
cepax, sKi TpaJHIIITHO BBaXXAINUCh TaK OM MOBHTH,
«CYTO JIONCHKHMIY, MO0 0€3M0CEePEIHbO OB’ I3aHi
3 HAaWBKJIUBININMHY 1 HAHTyTAUBIIINMH TUTAaHHIMH,
a caMe 3 XKHUTTSM, 30POB’sIM, OC3MEKOI0 JTIOMUHH. SIK
MUK, y papMalieBTUUHIN ranysi, y cdepi mepcoHa-
J30BaHOT METUITMHH, Y TOCIIPKCHHSX, SKI CTOCYIOThCSI
BUpIILIEHHS MPOOJIeM 3MiHH KJIIMaTy Ta CTaJIoro po3BU-
TKY TOIIO. Y 3B’S3KY 31 CTPIMKUM PO3BUTKOM TEXHOJIO-
riil MITy9HOTO IHTENEKTY Hepe JIIOICTBOM MOCTAIOTh
HOBI1 TIpoOJIEMH, €TUYHI Ta CYCHiJIbHI BUKIIUKH, TaKi 5K
KOHQIICHIIHHICTh, aITOPUTMIYHA YIIEPEKEHICTh Ta
HEOOXiJHICTh II00ATIBLHOTO YIpaBiHHA. B yMoBax nux
1o0abHUX TpaHchopmalliid, Sk Ha HalllOHATEHOMY, TaK
i Ha MDKHApPOTHOMY PIBHSX B HAYKOBHX KOJAX BEIYThCSI

rocTpi 1ebaru Ta GOPMYFOThCS Pi3HI MiIXOIH 0 MPaBo-
BOTO PEryJIIOBaHHS MITYy4yHOTO iHTenekty. Lli migxoau
3a3BUYail 0a3yrOThCs Ha €TUYHHUX MPUHIUIIAX Ta CTaH-
Japrax Oe3MeKH.

VY cBiTJI IUX TEHJCHILIIH BUHUKAE i Aealli aKTyalri-
3YEThCSI TEPMIHOBHH 3aKIIUK JIO PO3YMIHHS MTPABOBOTO
CTaTycy HOCIiB IITy4YHOTO 1HTENEKTY Ta 3aJIeKHUTh HOT0o
IMIUIEMEHTAITisl B IPaBOBY CUCTEMY. SIKIIIO BpaxoByBaTH
IIBUAKHUA PO3BUTOK TEXHOJIOTIH MTYYHOTO IHTEIEKTY Ha
JAHOMY €Talli CyCIiIBHOTO PO3BUTKY, TO MOXHA TPH-
ITyCTHUTH, IO BXXE B HENAIEKOMY Mail0yTHHOMY MOXKYTh
3HaJ00UTHUCS HOBI ITAPAIUTMH Ta OKPEMi MPaBOBI PEKH-
MH JJI pPO3pOOKU TMPaBOBHUX MPOIEAYP, OB’ I3aHUX
3 HOCISIMH LUTYYHOTO iHTeNleKTy. ToMy B yMOBax CTpim-
KOTO PO3BHUTKY TEXHOJIOTiH IITyYHOTO iHTEJICKTY BUHH-
Kae 1 Jeaalii akTyalli3y€eThCsl HU3Ka MUTaHb, 110
OB’ s13aHi 3 MPOOJIEMOI0 BU3HAYECHHSI IPABOBOTO CTaTyCy
HOCITB IMITYYHOTO 1HTEJEKTY Ta BIAMOBINaIbHOCTI
y 3B’S13Ky 3 X BUKOPUCTAHHSIM.

@opmyJIlOBaHHS 1iJieii. MeTO0 JAOCIIKEHHS €
3’sICyBaHHS MIPAaBOBOTO CTaTyCy HOCI{B IITYYHOTO iHTe-
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JEPKABHA MOJIITUKA, IHHOBAIIIT TA CTAJINIA PO3BUTOK

JIEKTY HA CyYaCHOMY €Talli Ta MUISXiB MONIYKYy HOBUX
Mapajiurym 71 BU3HAYCHHS 1X MPaBOBOTO CTaTyCy 3 ypa-
XyBaHHAM TpaHchopMaliiiHoro norexHuiaty aus 3ades-
TICYCHHS TIO3UTUBHOTO i CTAJIOTO BIUIMBY HA JIIONUHY Ta
CYCHIJILCTBO, @ TAKOXK HAa OCHOBI IIUX TEHJICHIIIH MOYKJIU-
BUX HaNpsAMKIB pO3pOOKHU MPAaBOBUX IMPOLEAYp y Haii-
OMMKIOMY MaOyTHHOMY.

AHaJji3 ocTaHHIX QocaiakeHb I myOJaikamiii.
OCKUIBKH TEXHOJIOT{ MITY4YHOTO 1HTEJEKTY JeAalli Bce
AKTHBHIIIIC BIUTMBAIOTh HA PI3HI ACTICKTH HAIIIOTO YKUTTS,
BKpaif BaKJIMBO PO3YyMITH Ta OIIHIOBAaTH BUKJIHUKHU Ta
MOXKJTUBOCTI, SIKi BOHH TpeAcTaBisiioTh. CyuacHi diso-
cou, TH)XEHEPH, TPABO3HABII, MOJITHKH, SKi IPArHYTh
rUOIIIe 3pO3yMITH BIIMB IITYYHOTO iHTEIEKTY Ha Cyc-
MJIBCTBO Ta T€, K HOTO CITijl PEeryaroBaTH, TPUCBAIYIOTh
cBOi poOOTH OTNISALY MPABOBUX, CTUIHUX, TONITHIHUX
HACJI/IKIB, SIK1 HACTAIOTH Y Pe3yIbTaTi po3poOKH, BIIPO-
BaJDKCHHS Ta BUKOPUCTAHHS B MOBCAKICHHOMY JKUTTI
MITYYHOTO THTEJIEKTY i allTOPUTMIYHUX CHCTEM.

[IuTaHHSAM TIPABOBOTO CTATYCy HOCIIB MITYYHOTO
IHTEJIEKTY Ta 1X BIIMOBIIAJIBHOCTI MPUCBSYCHA HU3KA
npaib yKpalHCBKUX NPaBO3HaBIIB, 30kpema C. Bono-
pe3oBoi [1], O. I'paborcrkoi [2], 1. Kopxka [3], O. I'pa-
yoBoi [4], C. 3anescrkoro [5], O. Kapmasu [2], XK. TTag-
nenko [1], T. [Tonosuua [6], B. [psminuaa [4] Ta iH. Ha
JYMKy HU3KH TPOBITHUX YKPaiHCHKMX HAyKOBIIiB, 30-
kpema O. bapanoga, 1. Kopxa, €. Miuypina, B. SIpors-
KOTO Ta 1H., iX BApTO PO3MNISJIATH B SIKOCTI 00’ €KTa Tpa-
BOBIJTHOCHH.

B kpainax €Bpocorosy, cnuparoduch Ha HAyKOBi J0-
CJTIJDKEHHS TIPOBITHUX BUCHUX [ 7], KITFOYOBUM JOKYMEH-
TOM Cy4aCHOI'O €BPOIEHCHKOIO IIpaBa CTajlo NPUHHATTS
Pernamenty €C 2024/1689 Bin 13 uepBHs 2024 poky,
SIKMIA BCTAHOBJTIOE TapMOHI30BaHI MpaBUIIa MO0 ITYyY-
HOTO iHTENEKTy [8], aine muTaHHS BU3HAUCHHS TPaBO-
BOI'O CTaTyCy LUTYYHOTO 1HTEJIEKTY B HbOMY 3aJIMIIA€Th-
Csl HE BHPIIICHUM.

Buxnaa ocHoBHoro marepiaay. Ha nymky Hu3ku
JIOCHIIHUKIB, OCTAaHHIM YacOM BCE€ «...4acTillle 3rajay-
IOTBCS TIOHATTSI KIITyYHA OCOOHCTICTEY 1 «IITyYHA CO-
IAJILHICTBY; 11€ CBITYUTH MPO TE, 10 PO3poOKa Ta BIIPO-
Ba/KEHHS 1HTEIEKTYaIbHUX CUCTEM MEPEMiCTUIINCS Bij
CYTO TEXHIYHOT chepH 10 AOCITIIHKEHHS PI3HOMAaHITHUX
3aco0iB i1 iHTerparlii B ryMaHiTapHy Ta COLIOKYIBTYPHY
JisubHICTEY [9]. €Bpona € nepIonpoxiIHUKOM B TUTaH-
Hi ITPaBOBOTO PETYITFOBAHHS IIITYYHOTO 1HTEJICKTY 1 MOYKE
0 MpaBy MHINATUCS CBOiM BU3HAHHSM TOTO, 1110 PO3-
poOKa Ta BUKOPUCTAHHS CHCTEM ILITYYHOTO iHTENEKTY
BUMarae 000B’sS3KOBHX IPAaBOBUX 3000B’s13aHb, BPaxo-
BYIOUM 1HAWBITyaJIbHY, KOJIEKTHBHY Ta CyCIUIbHY IIIKOY,
SIKY BOHU MOXYTb CLIPUUUHUTH. CTIMPAIOYMCh HA BHECKH
EKCIIEPTIB 3 Pi3HUX Taxy3ei 3HaHb B cpepy po3poOKH Ta
BUKOPHUCTaHHSI IITYYHOTO 1HTEJIEKTY, HAYKOBIIi 30Ccepe/I-
JKYIOTh yBary Ha JIOLIbHOCTI 3aCTOCYBaHHS MIKIUCLIU-
TUTIHAPHOTO T1IXO/TY JIO MOIIYKY BiJIMOBIJICH HA HAralb-

Hi TUTaHHSA, SKi TIOB’s3aHi 3 BUKOPUCTAHHIM CHCTEM
MITyYHOTO iHTEJEKTY B CYYacCHOMY CYyCIIJIbCTBI Ta Ha
MIPABOBHX IHCTPYMEHTAX, II0 PETYIIOIOTh IITYYHUH iH-
TENEKT. 3 OISy Ha 1€ BUHHUKAE TTOTpeda 03HAYUTH KOJIO
KJTFOYOBHX MTUTAHb, CEPE/T SIKMX OIHE 3 OCHOBHHX CTOCY-
€THCSI PU3HKIB, SIKi HOCIT IITyYHOTO iHTEJIEKTY CTAHOB-
JSITH TSI 3M0POB’ s, OC3MEKH Ta MPaB JTIOAWHH.

3 omHOTO GOKY, CHOTOIHI TIPO BaXKIIMBICTH ITYYHOTO
IHTENEKTY /ISl OKPEMOT JTIOAMHH 1 CYCHIIbCTBA B LILIOMY
JyHae 0araro 3asB, B JICIKHX IHCTUTYIISIX HOTO HABITh
MOPIBHIOIOTH 3 «IT SITUM €JIEMEHTOM ITiCJIS TOBITPS, 3€M-
i, BoAM Ta BOTHIO» [7, ¢. 229]. 3 inmoro 60Ky, Kopuc-
TyBad4i Ta pO3pOOHUKH B OLTBIIIOMY Y1 MEHIIIOMY CTYyTIC-
Hi MTOTOKYFOTBCS 3 THM, IO Oy/b-sIKi HOCIT IITY9HOTO
1HTEJIeKTy Ta MacuTabHa 00poOKa MepcoHaNbHUX Oa-
HUX, 5IKa 9aCTO CYNPOBOKYE IXHIO PO3POOKY Ta BUKO-
pPHUCTaHHS, CTBOPIOIOTH HABAHTAXKCHHS Ha OCHOBHI ITpa-
Ba Ta cBOOO/H JIIONIEH.

Xoua icTOpis IITYYHOTO IHTEJICKTY HaJIIuye MOHA]
IICTh JECATHIIITh, HOTO MOKJIMBOCTI PaJUKaIbHO T10-
KPAIIWINCS TUTHKU OCTAHHIM YacoM, IO TOCHIMIO HOro
MOTEHITiaN JIUIsl 371CHEHHS 3HAYHUX TpaHCchopMalliil B
MpaBoBil Ta cycninbHIN cdepax. [Iporsrom Gararbox
POKIB PETyJISITOPHI OpraHu Ta MOJITHKHU 3/1€01JIBIIOTO
PO3DIISLIANH IO TEXHOJIOTIIO SIK IUIKOM KOPHCHY a0o
NpUHAUMHI HemKignuBy. OJHAK IICIs MEPEeMOTH y
2012 p. Ha Bubopax npesunenra CIIA bapaka Obamu
B IEMOKPATUYHIX KpaiHaX IMOCTYIIOBO TI0Yalia 3pOCTaTH
3aHEMOKOEHICTh TPOMAJICHKOCTI MOJI0 TOTEHIIIHOTO
HETaTUBHOTO BIUTUBY MITYYHOTO iHTenekTy [10], sika 30-
Kpema Oyiia MoB’s3aHa 3 IMOBIPHOIO MaHIMYJIAIIEK BHU-
OOPISIMU MUITXOM MOMITUYHOTO MiKpoTapreTuHry. 1100
3aCHOKOITH 3pOCTal0ue 3aHEITOKOEHHS CYCITUILCTBA LI0/I0
HETaTUBHOTO BIUTMBY IITYYHOTO IHTENEKTY, iHIYCTpIisI
UG POBUX TEXHOJIOTIH TOOPOBUIEHO ONPYITIONHUIIA JTS
CaMOpPEryJIOBaHHS IITYYHOTO iHTEIEKTY HIUPOKUM
CIIEKTp €THYHUX KOIEKCIB NOBENIHKHU. bi3Hec 3asBsB,
0 BiH 3000B’SI3y€ThCS TIOTPUMYBATHCS IIHX KOJCKCIB,
HOPUHHATHX CHIJIBHOTOI0 PO3POOHHUKIB 1 MPOBaiiepiB AT
CaMOPETYJIIOBAHHS IITYYHOTO IHTENEKTY. AJIE K IIi eTHY-
HI KOJEKCH IOBEIIHKN HE € 000B’I3KOBUMHM, a OTKE,
HEJIOTPUMAaHHS TAKUX IPABIJI HE HECE HEraTUBHUX Mpa-
BOBHUX HACIIJIKIB JJIs IHAYCTPIi INTYYHOTO 1HTEIEKTY.

BogHouac B akajgeMidyHUX KOJIaX CITOCTEpIraiocs
3pOCTaHHsI IHTepecy BUCHHX 13 PI3HUX rally3ed 3HaHb J10
MPaBOBUX HACIIJIKIB IITYYHOTO IHTEJICKTY IS JTFOTUHH
1 cycrisibeTBa. HaykoBIIi B CBOTX poOOTAaXx ITiJT 3araibHO0
pyOpuxoro «ETHKa MTy4YHOTO IHTENIEKTY» IIyKaIH Bij-
OB/l HA aKTyaJbHI ITUTAHHS IPABOBOTO PETYITIOBAHHS
IITY9HOTO iHTEJEKTY, THM 4acoM KpaiHH €BpOCOIO3Y,
MOOOKIOYHCH, IO MPABOBE PEryIIOBaHHS 3aAyIIUTh
IHHOBAIIIT Ta e JJaJi BiIITOBXHE B IiK raimy3i €Bpomy
Big CIIA ta Kuraro, Bupimmnu ckinukata ExcriepTHy
IpyIy BUCOKOTO PiBHS 3 MUTAHb IITYYHOTO IHTEICKTY
(Al HLEG) nnst po3poOKu KOMIUIEKCY Y3TOJIKEHHX
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STHYHUX PEKOMEH/IAIlIN, 3aCHOBAaHUX Ha €BPOICHCHKUX
LIHHOCTSAX, JOTPUMAaHHS SKHX € MOBHICTIO T0OOPOBIib-
HUM.

3rozom, o0 3HU3UTH TPUBOXKHI HACIIJIKU VIS Jie-
Mokparii B €C Ta iHIINX KpaiHaX MOYaad BiAMOBIISITUCS
BiJI CaMOpEryJII0BaHHA Tajly3i IITYYHOTO 1HTENEKTY Y
(dbopMi HEOOOB’ SI3KOBUX €THYHUX KOJeKCiB. Y 2018 p.
€BporeiicbKka KoMicis ommyOriKyBaga €BponeichKy cTpa-
TETril0 MIOAO0 LWITYYHOTO 1HTEIEKTY, 3a04aTKyBaBIIH
MOJITUKY €BPOITH B M Taiy31 JUTsl CIPUSHHS Ta 3017Thb-
IICHHS IHBECTHUIIN ¥ PO3pOOKY Ta BIPOBAIKEHHS IITYyY-
Horo iHTenekty. Takox y 2018 p. HaOyB unHHOCTI 3a-
raJlbHUui periameHT npo 3axucT nanux (GDPR), skwuii
3ampOBAMB CyBOPIII MPaBOBI BUMOTH IIIOZI0 300Dy Ta
00poOku nepconanbHux ganux [11], a'y 2024 poui B
€Bpocoto3i OyB NPUUHATHN 3aKOH, KM BCTAHOBJIIOE
MIpaBUJIa PETyIIOBaHHSA B IIiil cdepi [8], moxa3u edek-
TUBHOCTI SKOT0 MOXKHa OyJie O4iKyBaTH He paHille KiHIId
2026 poKy, OCKIJIBKH OLIBIIICTh HOTO TOJOXKEHB 3aCTO-
COBYBaTUMYThCS JIUIIIC Yepe3 B POKH MiCIIs HAOpaHHs
HUM unHHOCTI. Toni MoxHa Oye modaunTH, 4u el 3a-
KOH Ha TIPaKTHI[l BUIPABIAE OUIKYBaHHS CyCITUILCTBA B
JIOCSITHEH] CBOIX IliJI€H, UM BIH HaaCTh JIUIIE BUINMICTD
IIPaBOBOTO 3aXUCTY, HE 3a0€3MeUyI04H CYyTTEBUX rapaH-
Til Ha MPAKTHIII.

[puiinsatuii B €C Permament 2024/1689 Bin 13
yepBHs 2024 poKy CIpsIMOBaHUI Ha CTBOPEHHS €IMHOTO
€BPOIIEHCHKOTO PUHKY ISl IITYYHOTO iHTENEKTY Ta T0-
KJIMKaHUH BUPIIIUTH ISSKi 3 HAlHATanbHIIINX PU3HUKIB,
SKI CHCTEMHU LITYYHOTO 1HTENEKTY CTAHOBISATH IS
3710pOB’si, Oe3reku Ta npas JronuHu. OqHak, He3abapom
IICIISl BCTYITy B CHITy IIbOTO PernmaMeHTy cepes HayKoB-
LB 1 MPAKTHKIB BUHUK MEBHUH CKENTUIIM3M CTOCOBHO
TOTO, YK MOXKE IIeH 3aKOH TIEPETBOPUTH CBOI OJIaropoIHi
MIParHeHHS Ha 3MICTOBHHUH Ta e()eKTUBHUI 3aXUCT JIIO-
JIel, YM€ KUTTS 3aJIeKUTh BiJl CUCTEM HITYYHOIO iHTe-
JICKTY, OCKUIBKH TIeH 3aKOH Xoua i 3a0e3reuye CyTTeBi
rapaHTii, aJe Hu3Ka HOro KITIOYOBHX MOJIOKCHb JCTIery-
I0Th KPUTUYHO BAXIUBI PETYIIATOPHI 3aBJaHHS MOCTa-
YJaIbHUKAM ITOCIYT IITYYHOTO IHTEIEKTY 0e3 HaJIeKHO-
TO HAIVISITy YU MEXaHI3MiB ITPABOBOTO 3aXHCTY.

Tpeba 3a3HaYNTH, 110 B IIbOMY 3aKOH1 3aJIMIIA€THCS
HEBH3HAUYCHUM MTUTAHHS IIPABOBOTO CTATyCy MITyYHOTO
IHTETIEKTY, TOMY BUPIIIICHHS [[bOTO MTUTAHHS 3aJHIIAETh-
Csl 32 HAyKOBOIO CITUIBHOTOIO Ta HAllIOHAJILHUMH 3aKO-
HOJABUINMHU OpTaHaMu. YKpaiHa € wieHoM CrieriaasHo-
ro KOMITETY 31 IITy4HOT0 iHTeneKTy mpu Pani €spomnn i
3 xoBTHs 2019 p. npueananacs no Pexomenpaiiii Opra-
Hi3allii EKOHOMIYHOTO CITIBPOOITHUIITBA 1 PO3BHUTKY 3
nuTtanb mWtydHoro intenekty (OECD/LEGAL/0449)
[12]. TTo3umii ykpaiHCHKMX HAYKOBLIB y3TOUKYIOTHCS 3
MIDKHAPOJTHOK CHIJBLHOTOK 1 OOrOBOPEHHS MUTAHHS
CTOCOBHO TOTO, BBKATH IITyYHHUH iHTEIEKT Cy0’ €KTOM
a00 00’€KTOM MpaBa B HAYKOBUX KoJax YKpaiHU Iie
TpHBAE.

B cBiti icHye 3 OCHOBHHX MiJXOJIU JO MUTAHHSI
MPaBOBOTO CTATyCy MITYYHOIO 1HTENEKTYy. BinmburicTh
HAYKOBIIIB TOTPUMYETBCS TYMKH, [0 HOCIT IITYYHOTO
IHTEJIEKTy HE 3aCIIyTOBYIOTh Ha IOPUINYIHY OCOOMC-
TICTh, 1 JIWIIM BUCHOBKY, 1110 HE CJIIJ X PO3MIsAIATH
sk cy0’ekTiB mpasa [13]. Lle TexHo0T11, CTBOpPEHI JII0-
JIMHOIO 1 BUKOPUCTOBYIOTHCS K JOTIOMIXHI 3aCO0H B
npoIeci MPUHHATTS PillleHb, TOOTO JOTOBHIOIOTH, A HE
3aMiHIOIOTh JIIOACHKI MOKIMBOCTI. OCHOBHA (DYHKIIisI
HOCIiB IITYYHOTO 1HTEJIIEKTY — OyTH MOMIYHUKAMH JTFO-
IUHY B IHTEIEKTyalnbHil, Gi3udHii, corianbHil Ta iH.
aKTUBHOCTSIX. OCKUIBKU Y HOCIiB IITYYHOTO 1HTEJIEKTY
BiJICYTHI 010JIOTIYH1, KOTHITHBHI, EMOIIITHO-MOpaJIbHi,
MIPaBOBI CYTTEBI O3HAKM, SIKi HAJEKATh J0 3MICTY TIO-
HATTA «JoauHa» [3, c. 69], To 3a oOcAraMu MOHATTA
«TIOZIMHA» 1 «HOCIT IITYYHOTO IHTEICKTY» € HeCyMic-
HUMH, 110 OOTPYHTOBYE HENOMIJIBHICTh HAMUIATH
OCTaHHI IIpaBOCy0’ €KTHICTIO. IHIII TOoCHiAHUKY JO-
TPUMYIOTBCSI TOUKH 30Dy, [0 HE Ha Yaci, B CHIIy TeX-
HOJIOTIYHHX OOMEKEHb HOCIiB IITyYHOTO 1HTEICKTY,
MIPUITUCYBATH iM MOPAIIbHY Ta IOPUAUIHY OCOOUCTICTS,
aJie MpH IOCSITHEHHI HUMH MEBHOTO PiBHS, KOJW BOHH
CTaHyTh IMOPIBHSHHUMH 3 JIFOJIbMHU, iX MOJKHA OyJie po3-
IVISIIaTH B SIKOCTI Cy0 €KTiB mpasa [14], Tpeti x 6adaThb
CEHC B MOKJIMBOCTI HaIaHHS CKJIQJIHUM HOCISIM IITY-
HOTO 1HTENEKTY MPaBocy0’€KTHOCTI 3 BiJMOBIAHUM
MIPABOBUM 3aXUCTOM, IOAIOHUM JI0 TOTO, L0 HATAETHCA
moasm [15].

B VYxpaiHi OibIIicTh JOCTITHUKIB CXHIIBHI JIO TyM-
KU, 110 OCKUTBKH HOCIT IITYYHOTO 1HTENEKTY HE MOXYTb
OyTH cy0’€KTOM TpaBa 3 YACTKOBOKO KIJIbKICTHO JIFOA-
CBKHUX MpaB 1 cB00Oa, 0e3 TXHhOI MOBHOTH, €JHOCTI,
B3a€MO3B’SI3Ky 1 B3a€MO3aJIe)KHOCTI, TO BOHU MaloTh B
MTOAAJBIIOMY 3aKOHOIABYO BU3HAYATHCS SIK 00’ €KT ITpa-
Ba, 32 (DYHKI[IOHYBaHHS SKOTO Ma€ HECTH BiIMOBIAAIb-
HICTh HOro BUPOOHUK a00 BIACHUK, a00 KOPUCTYBad —
(hizuyHa Ta POpUANYHA 0c00a, SIKUI € Cy0’€KTOM IpaBa
[3, c. 71], a BBeIcHHSI IOHSTTS «EIIEKTPOHHA 0C00ay st
HOCITB IITyYHOTO 1HTEJIEKTY NOTPeOy€ MOAAIBIIONO IIIHU-
POKOTO MIXIUCIUILTIHAPHOTO AOCTIKeHHs [ 1, ¢. 65].

BucHoBku. Ha piBHI BITYUU3HSHOTO 3aKOHOJIAaBCTBA
Ha TETEepilIHii Jac He Ma€e HOpM, sIKi O BU3HAYAIN TIpa-
BOBHI CTaTyC HOCIIB IITYYHOTO iHTeNeKTY. [lincTaB mis
BU3HAHHS iX Cy0’€KTOM MPaBOBIIHOCHH Ha ChOTOJHI
Hemae. [loganpii JOCTiKEHHs Cy4acHOTO CTaHy TeX-
HOJIOTIYHHX JOCATHEHB B TaJy3i IITYYHOTO iHTEIICKTY,
iX poJsi y MOKpalieHHI CHiBIpali MiX JIFOJUHOK Ta
HITYYHOI CHCTEMOI0, 3aCTOCYBAaHHS HOCIIB IITYYHOTO
IHTEJIEKTY B COI[iyMi Ta €THYHI BUKJIMKH OB’ sS3aHi 3
MM, TIPOTHO3H III0JI0 MaOyTHHOTO HOCIIB IITYYHOTO
IHTENEKTY, BHHUKHEHHS IITyYHOTIO 3arajJbHOTO 1HTENCK-
TY, BIUTMB KBAaHTOBHX OOUMCIICHD Ha IITYYHUH 1HTCICKT
Ta IHHOBAIIIi B anapaTHOMYy 3a0e3redeHHi, crenudiqaHo-
MYy Ul HOCIiB IITYYHOTO iHTEJIEKTY, BU3HAUAIOTh Ha-
MPSIMKA MallOyTHIX HayKOBUX PO3BIJIOK, 320X0UYIOUH
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MDKIACIUILTIHAPHY CIIBIPAIIO HAJl 3pO3yMUIMMH, Ha-  BaHi y (OpMyBaHHI MPaBOBIIHOCHH, ITUTAHHSAX BiJIITO-
JIMHUMH 1 CTIMKUMM MOAETISIMM IITYYHOTO iHTEJICKTY.  BiTaJIBHOCTI Ta PEryISTOPHUX MEXaHi3Max, OB’ sI3aHUX
Pesyneraty Takoro I0CIIPKEHHS MOXKYTh OyTH 3aCTOCO- 13 HOCISIMM IITYYHOTO iHTEJIEKTY.

10.

11.

12.

13.

14.

15.
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graduate student of the Department of Philosophy of the Yaroslav Mudryi National Law University

LEGAL STATUS OF ARTIFICIAL INTELLIGENCE CARRIERS:
ONTOLOGICAL AND PROGNOTIC ASPECTS

Problem setting. Artificial intelligence is developing rapidly, not only transforming various fields of knowledge and

social life, but even revolutionizing them. The emergence of generative artificial intelligence, such as GPT (Generative
Pre-trained Transformer) and GANs (Generative Adversarial Networks), makes it possible to create new content
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autonomously even in areas that have traditionally been considered, so to speak, “exclusively human,” and that are directly
related to the most important and sensitive issues, namely human life, health, and safety. Examples include the
pharmaceutical industry, personalized medicine, and research aimed at addressing climate change and sustainable
development, among others. In connection with the rapid development of artificial intelligence technologies, humanity is
facing new problems as well as ethical and social challenges, such as privacy, algorithmic bias, and the need for global
governance. In the context of these global transformations, both at the national and international levels, intense debates
are taking place within academic circles, and various approaches to the legal regulation of artificial intelligence are being
developed. These approaches are usually based on ethical principles and safety standards. In light of these trends, there
is an emerging and increasingly urgent call to understand the legal status of artificial intelligence entities and to ensure
their implementation within the legal system. Given the rapid development of artificial intelligence technologies at the
current stage of societal development, it can be assumed that in the near future new paradigms and separate legal regimes
may be required to develop legal procedures related to artificial intelligence entities. Therefore, under conditions of the
rapid advancement of artificial intelligence technologies, a number of issues are arising and becoming increasingly
relevant, particularly those related to determining the legal status of artificial intelligence entities and liability associated
with their use.

Analysis of recent researches and publications. As artificial intelligence technologies increasingly affect various
aspects of our lives, it is critically important to understand and assess the challenges and opportunities they present.
Contemporary philosophers, engineers, legal scholars, and policymakers who seek to gain a deeper understanding of the
impact of artificial intelligence on society and how it should be regulated devote their works to examining the legal, ethical,
and political consequences arising from the development, deployment, and everyday use of artificial intelligence and
algorithmic systems. A number of works by Ukrainian legal scholars are devoted to the issue of the legal status of artificial
intelligence entities and their liability. According to several leading Ukrainian scholars, artificial intelligence entities
should be regarded as objects of legal relations. In the countries of the European Union, drawing on the scientific research
of leading scholars, a key document of contemporary European law was the adoption of EU Regulation 2024/1689 of 13
June 2024, which establishes harmonized rules on artificial intelligence; however, the issue of determining the legal status
of artificial intelligence remains unresolved therein.

The purpose of this research is to determine the legal status of artificial intelligence entities at the current stage of
development and to explore ways of identifying new paradigms for defining their legal status, taking into account their
transformative potential to ensure a positive and sustainable impact on individuals and society, as well as, on the basis of
these trends, possible directions for the development of legal procedures in the near future.

Article’s main body. Globally, there are three main approaches to the issue of the legal status of artificial intelligence.
The majority of scholars adhere to the view that artificial intelligence entities do not deserve legal personality and have
concluded that they should not be regarded as subjects of law. These are technologies created by humans and used as
auxiliary tools in decision-making processes; that is, they complement rather than replace human capabilities. The primary
function of artificial intelligence entities is to assist humans in intellectual, physical, social, and other activities. Since
artificial intelligence entities lack biological, cognitive, emotional-moral, and legal essential characteristics that constitute
the concept of “human”, the scopes of the concepts “human’ and “artificial intelligence entities” are incompatible, which
substantiates the inexpediency of granting the latter legal personality.

Other researchers maintain that, due to current technological limitations, it is premature to attribute moral and legal
personality to artificial intelligence entities; however, once they reach a certain level of development at which they become
comparable to humans, they may be considered subjects of law. A third group of scholars sees merit in the possibility of
granting complex artificial intelligence entities legal personality along with corresponding legal protection similar to that
afforded to humans.

In Ukraine, the majority of researchers tend to believe that, since artificial intelligence entities cannot be subjects of
law endowed with a partial set of human rights and freedoms without their completeness, unity, interconnection, and
interdependence, they should, in the future, be legislatively defined as objects of law. Responsibility for their functioning
should rest with the manufacturer, owner, or user — who is a subject of law. Furthermore, the introduction of the concept
of an “electronic person” for artificial intelligence entities requires further extensive interdisciplinary research.

Conclusions and prospects for development. At the level of domestic legislation, there are currently no legal norms
that define the legal status of artificial intelligence entities. At present, there are no grounds for recognizing them as subjects
of legal relations. Further research into the current state of technological advances in the field of artificial intelligence,
their role in enhancing cooperation between humans and artificial systems, the use of artificial intelligence entities in
society, and the ethical challenges associated therewith, as well as forecasts regarding the future of artificial intelligence
entities, the emergence of artificial general intelligence, the impact of quantum computing on artificial intelligence, and
innovations in hardware specifically designed for artificial intelligence entities, determines the directions of future scholarly
inquiry and encourages interdisciplinary cooperation aimed at developing transparent, reliable, and robust artificial
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intelligence models. The results of such research may be applied to the formation of legal relations, issues of liability, and
regulatory mechanisms related to artificial intelligence entities.

Key words: law and technology; electronic person; generative artificial intelligence and law; artificial intelligence
liability; legal regulation of artificial intelligence; artificial personality; artificial sociality.
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